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SIGNALING METHODS

Most high speed Ethernet signaling has been Non Return to Zero
(NRZ), but Pulse Amplitude Modulation 4 Level (PAM-4) signaling
delivers twice as many bits per sample.
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This diagram shows the most common form This diagram shows new form factors initially
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SIGNALING METHODS

v

NRZ 0 B
Non-Return
to Zero
“0”

- N
-
N 0

W ®n

d=
Hwn
U n
=
O wn
N n
G
o0 wn
0w
-
(@]

pAM"4 “11”

Pulse
Amplitude 10* »
Modulation
—4 Levels “01” >
“00” >
S S S S S
1 2 3 4 5
TO TERABIT SPEEDS
DY
1 OT % ethernet alliance
Highly Parallel
Speeds
. / (e.g., QSFP-DD)
v Quad Speeds

(e.q., QSFP)

¥’
1T S
\ ’

3'-"\-'/ Duo Speeds

400G —._.7 " (eg.,SFP-DD)
/ 4:4 Serial Speeds
200G e ==’ (e.g.,SFP)
7~
100G 3

Link Speed (b/s)

50G
25G e
106 1-@9-

2000 2010 2020 2030
Standard Completed

. Ethernet Speed O Speed in Development {'} Possible Future Speed

~29)

ethernet alliance

HOW TO GO FASTER

400GBASE-SR16

L~

O 25GLane (100G Lane
O 50GLane (400G PMD
Q100G Lane Q800G PMD

Modulation /’
/
Coherent -4+ |
@
o PAM-8 -3 = |
g
m i
5 PAM-4 -2
=
NRZ -1
(Sa
0y,
96‘/8;:‘10
- 400GBASE-DR4
Q) 100
o)
°
o
ﬁ 400GBASE-LR8
d 50
K
9 25
)

4 8

16

Number of Lanes ETHERNEY @))

ethernet alliance



Ethernet Fabric

ethernet alliance

ethernet alliance

(S22

ethernet alliance

MEXT
ETHERNET
ERA

ethernet alliance

ethernet alliance



D . W A B o Y o N U7 4 o

T DN cthemet llince -



	Número de diapositiva 1
	Número de diapositiva 2
	Número de diapositiva 3
	Número de diapositiva 4
	Número de diapositiva 5
	Número de diapositiva 6
	Exit Text
	2018RoadmapSide2.pdf
	Número de diapositiva 1
	Número de diapositiva 2
	Número de diapositiva 3
	Número de diapositiva 4
	Número de diapositiva 5
	Número de diapositiva 6
	Número de diapositiva 7
	Número de diapositiva 8
	Exit Text


